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1. INTRODUCTI'ON :

., The sample. mean y is the mmlmum variance unblased estimator
of Y the mean of a. population ‘with finite variance . o?, If one is
prepared tosacrifice the unbiasedness propety,’ 1mproved estimators
scan be obtained.. One suchestimator. was proposed by Searles [n
assuming' C—-crzl'l_’2 - the relative variance, to be known. When C is
not known, a simple altemat]ve is to estimate it from the sample. This
led Srivastava [2] to formulate two estimators of Y. Keeping in view
the form: of his estlmators, .We can propose the following family of

‘estimators 3.

‘where k and g are the charactenzmg scalars and s? 1s an unblased
estimator of ¢*. x

* Srivastava [2] studied“two particular-cases. viz,, f-i1'and t-1,.
If we put g=—k, we obtam the estimator f_zx cons1dered by Thomp-
son [3] while setting- g—-O ylelds the estlmator tk,, studied’ by
. Upadhyaya -and Srivastava [4]. “Thus. ‘the’ estlmator the. prowdes a
unified type of treatmernt and the analysis of its propertles may help
in the development of possibly more efficient estlmators for populatlon
mean Y. . : :

A

When o? is " known, we can deﬁne the followmg famlly ‘of
‘estimators on the-pattern of ;1 -+ - ¢ ol

. = ko2 o\ -
for™ y(”w)
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A A comparison of the estimators #;, and ¥ may furnish an idea
of the change in properties attributable to lack of knowledge of
population variance ¢®. The next Section gives the relative bias, to
order 0(n°%), and relative mean squared error, to order 0(n=3), of the
both the estimators #z, and r*;,. Some implications and analysis of
these results are presented.

2. THE PRINCIPAL RESULTS

Let 1 and 2 be the Pearson’s measures of skewness and kuartosis
in the population and §=y1/C*. Assuming the characterizing scalers
k and g to be nonstochastic, it is easy to see! that the relative bias of
t4¢ to order 0(n72) is

kC
n

RB (t)= [1+ (L_Gn“g)c] ' (1)

and the relative mean squared err‘o’r to order 0(n‘3) is
kC3

...(2)

kg~—-2g(3~—29)+89—2 %2

—6—k ( 2g+46—3— 12 ) (3)

It is seen from (2) that both the estimators f-11 and #-1, have
identical mean squared -errors ta order 0(n~2) as observed by
Srivastava [2] ; they differ with respect to terms of order 0(n~3). Thus
we have

RM(t_la)_—RM(t_u)=(8_u—8-10) %=4(2—e)% - (4)

which is positive if <2. This implies that ¢_y; will have smaller mean
squared error than f_i until the population is highly positively
skewed. At least for all negatively skewed and symmetrical popula-
tions, 11 will deﬁmtely be better than £-1,.

From (2) we see that the estimator #;, will dominate over the
convent10nal estimator ¥ with respect to mean squared error if.

0<k<2(I 0) ; g<g for <1 ...(5)
200—0)<k<0; g>g* for >1 ..-(6)
where

yo+2 )
C —40— k( C — 4041

g“f=1+ T 2(3—20—%) ~(
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For populations having symmetric distribution - (§=0), all
estimators #;; with 0<k<2 dominate over ¥ for all values of:g..
Larger gain is achieved when

v Y
Gl )

g<l + < B0 . - ®

which reduces to the following condition for mesokurtic populations
(Y2=0) : o
SEPTR (0s ) L EEE PP P: '

The condition (8) is satisfied so long dsg<1 dnd 0Lk<2. This
stiggests that for normal populations if we chioose g less thian 1 and
k between 0 and 2, larger gain in efficiency of thé estimator fzg over
¥ are expected according to mean squared error ;critarian to order
0(n3). "

If we restrict our attention to‘ theé class of éstifators £z consi-
dered by Thampson [3], we observed that 7, dominates over ¥ for
symmetric population when k>0. Larger gains are expected if

A8 A 5 Y2+2) -‘_J— . & - ! v B PR

sk 3—E2) —e-2 50 0
which red‘uces to the following conditions for .norma_l_populations :

2k2+‘k( 3*~E=)"—"'-6:>*0; k>0 - (1)

~ The ‘above condition ‘holds” 6 long a8 € is’ geeiter fthan
Wk %—6). .. HRE

. Similarly, confining attéition t theclass of estimatofs ; énvisag?
ed by Upadhyaya and Stivastava [4]; itis éasy toverify that the estimator
f, dominates over ¥ for normal populations when k'lies between 0 and
2. In this context, it may bz pointed out that #, does not possess any
finite moment for normal.popiilation and therefore'the expréssions for
relative bias and relative mean squared error of #, as obtained from
(1) ard (2) by setting g=0'should be interpreted carefully. Thi¢y are
asymptotic by nature and hence are subject-to the usudl qualifications
as to their value and. interpretation. However; the probability
associated with the negativeness of J is usually negligible in many
practical situations and therefore the approximations dre réasonably
good. They may be poor when the probgbility of J being négative
is appreciable: - - L T
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. The relative bias, to order .0(z"2), and relative mean squared
error, to order 0(%~°), of t¥;, are given by

RB ()= fc el 1+ (1= g)C] (12)
RM(t* )— "("n—z)c +s | -"‘ff .(13)

where I ; Lo : o
| Bty =20 6(1~g)+k(3—2g). - (14)

» Comparing tkg and.#*4,, it iy observed from (1) -and (12) that
both the estimators have 1dent1ca] bias to the order of our appromma—
tion for symmetncal populatlons

" Frofi (2) 45d (13), we find

2k6
R~ RM(,:,,)—...’; ¢

(skg 87:0) i ( 1 5 )

>

Wthh may -furnish an’ 1dea of the change in mean squared error, 'to

the order of our approximation, ‘attributable’to replacement of ¢* in

i, by its unbiased estimator s2 to yleld tkg

From the ﬁrst leadmg term on the nght hand side of ( 15), 1t is
mterestmg tonote thak k can be so su1tably chosen for asymmetric
populations that 1, 1s better than txe- Forinstance, if we take  to be nega
tive for negat1ve1y§kewed populatlons and ktobe positive for positively

skewed populatiohs than' t, will have smaller mean squared error, at

least to order 0(#%), than #;,. This implies thdt there could be
situations, viz.,, (k<0; 6>0) or (k>0; §<0) where - it may be
fruitful to use s2 desplte the avaxlabxhty of o2, However, for symmetric
populatlons we have :

RM(tkg) RM (tkg) k[(yz+2)k 2vz]~ o (16)

Smce (Yz+2) is always posmve, the nght hand side of (I6) is
positive. implying that Jack. of knowledge of popuilation variance o?
increases the mean squared’ error at Jeast for symmetrical populations
and the incréase precipitates.in the ferm of order 0(~3) when % lies
between 0-and 2v2/(Y2++2) ;.it is positive :for platykurtic populatlons
(v2<0) ‘and . negative - for 'leptokurtic. populations (y2>0). No such
constraint on k is needed for mesokurtic populations (Y2=0). -
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